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1. BACKGROUND, FOCUS OF INVESTIGATION, FINDINGS

1.1 The Nature of the Problem and the Focus of Investigation

This document reports the results from SERDP project 1102, "UXO Discrimination by Mid-
frequency Electromagnetic Induction." The principal investigator and author of this report is Dr.
Kevin O'Neill of the Army Corps of Engineers, Engineer Research and Development Center,
Hanover Site. Other participants were the Thayer School of Engineering at Dartmouth College (Prof.
Keith D. Paulsen); the MIT Center for Electromagnetic Theory and Application (Prof J-A. Kong);
and Geophex, Ltd (Dr. I-J Won, President). At those institutions very substantial technical
contributions came from Dr. Keli Sun and Dr. Fridon Shubitidze, and Research Engineers Irma
Shamatava and Sherri Geimer, of the Thayer School; from Dr. Chi On Ao and Dr. Henning
Braunisch, formerly of MIT; and from Dr. Bill Sanfilipo, Joe Siebert, Alex Oren and Dean Keiswetter
(now, now, now, and formerly) of Geophex, Ltd. The executive summary at the end of this chapter
contains a condensed rendering of the principal results of the project. The report contains no other
sub-section with conclusions or recommendations. Subsequent chapters contain some of the details

on which the findings and discussions in the executive summary are based

To explain the results obtained, we begin in this section and the next with some general
background material, designed to make comprehensible the discussion of purposes, measures taken,
and results. Both concepts and nomenclature are laid out. The introductory material and, for that
matter, the entire report, is written for the "technical layman," meaning someone with a general
engineering or science background, but not necessarily with any specialized experience in this field.
More complete or more technical renderings of the material can be found in the journal articles and
conference papers that have resulted from this project. Most of these can be identified in the
references below because they are written in bold blue. A few others are appended to the references.
As regards the material included here, some parts are more technical and mathematically detailed than
others, and some are more difficult to understand than others. However, they are all designed so that,
armed with an understanding of the introductory material, the technical layman can grasp the main
points effectively. So, did I mention that you should be sure to read the background material? Let’s
just say that, if you skip much of that material and then can’t understand subsequent parts of the

report, don’t complain to me about it.



The basic setup for electromagnetic induction (EMI) sensing as envisioned in this project is
shown in Figure 1. The sensor consists of one or more loops around which currents circulate,
generating the transmitted or “primary” magnetic field, H'®. The primary field impinges upon a
metallic object, inducing currents and polarization response in it. These in turn radiate a scattered or
“secondary” magnetic field (H®) back to the sensor. Just as the currents in the transmitter coils
produced the original primary field, so, reciprocally, the transient scattered field passing through
receiver loops induces currents in those coils. The measurement of those currents provides the

recorded signal.

Figure 1. General paradigm for EMI sensing of UXO (blue object)

Variants on this system are possible, not covered by some details of the above paradigm. For
example, as described, the receiver coil system responds to rates of change in H®, not to H® itself. It
is possible to produce sensors that measure the magnetic field itself. However all the generally
available systems with some demonstrated applicability (e.g. Geophex GEM and Geonics EM
systems) function as described, and we will assume this in what follows. Within this constraint,
many variations are possible in terms of number and arrangement of coils, as well as time domain

(TD) or frequency domain (FD) operation.



Prior to this project, considerable effort had been expended in the realm of broadband, low
frequency electromagnetic induction (LF-EMI) sensing of subsurface metallic objects [1, 2]. We may
take LF to coincide roughly with the Geophex GEM-3 instrument’s range (~30 Hz to ~ 20 kHz). At
the time of the inception of this project, various renditions of the GEM-3 featured different upper
limits of frequency, perhaps 22 kHz or 25 kHz. However we considered the signals to be reliable
only up to about 18 to 20 kHz. Hence we will consider this to be the upper limit of practicable
frequency that applied at the outset of our work. Our job was initially to evaluate the promise of the
mid-frequency range (~20 kHz up to ~ 300 kHz), when it is added to the LF range. We term this
higher frequency range "mid" instead of "high," to distinguish it from the zone above 300 kHz or 500
kHz, up through about 1 to 10 MHz. This very high frequency induction range draws in different
physics, as explained in Section 2.1, and spans the transition from EMI to radar. This range is also
somewhat problematical, from the point of view of both analysis and electrical engineering, and we

do not address it here.

To the extent that measurement was a concern of this project, we place high priority on
compatibility of any MF measurements with those carried out in the LF zone. That is, the purpose of
adding data in the MF zone is to extend the picture in the LF range, to form a continuous, enlarged
picture of target response. This presupposes a common calibration and, to some extent, similar
processing, filtering, instrumental characteristics, etc, in the combined LF+MF larger band. While in
principle this might be done using different devices or systems for different parts of the spectrum, for
the most part it seemed clear that consistency would require a single, integrated, broader band
instrumentation system. In any case, it was certainly desirable to produce and test such a system. As
the project developed, we noted the arrival of a new generation of affordable network analyzers that
could be used to produce and control signals all the way from a couple of Hz up through and beyond
the MF range. This held out the possibility of producing a consistent system that would measure very
low frequency (VLF) responses, as well as LF and MF responses. Further, early results in the
research indicated that many of the signal features we considered essential in the LF and MF zones
sometimes spread into the VLF zone. Thus to have the complete ultra-wideband (UWB) EMI picture,
we need the complete VLF + LF + MF sub-bands. With SERDP concurrence, the scope of the
project was broadened to include at least some investigation and measurement attempts in the VLF
zone as well. That is, the goal of the project became investigation of the full EMI UWB, i.e. the
complete EMI response picture, from a few Hz up through some 100’s of kHz. The questions to be

addressed were:



e Can one succeed in analyzing EMI phenomena over the newly expanded UWB range?
e Can one make consistent measurements over the UWB?
e s it worth doing so? What does the expanded frequency range yield that might be useful for

UXO discrimination?

Regarding the first item, we note that at the inception of this project it was not clear that some of the
modeling issues that one confronted in the MF zone could be dealt with effectively. This is detailed
below. Ultimately, the definition of project goals was taken as license to pursue and define any
potentially useful, fundamental EMI response over the complete EMI UWB, particularly when the
newly expanded UWB was required to see it. We did not restrict ourselves to the (almost impossibly
narrow) field of phenomena visible on/y in the newly added MF and VLF zones. At same time, pains
are taken in what follows to point out instances where the new sub-bands are vital for distinguishing

signal characteristics of interest.

To pursue the basic questions enumerated above, over the newly assembled EMI UWB (VLF
+ LF + MF), we proceeded in a two-pronged effort:

e Analysis, which includes analytical and numerical modeling, combined with some
interpretation or processing of data; and

e Measurement, which includes both new instrumentation design and construction as well as
use of that instrumentation to make measurements in the MF band.

All of this entails tools and results of their application that have not been available before.

For discrimination of UXO, one seeks to identify characteristics in the secondary field signals
— phase relations, frequency or temporal patterns, sensitivity to sensor location and orientation — that
offer clues to the identity or basic characteristics of the unseen scatterer. In this project, the
overwhelming focus is on the potential for such discrimination, as opposed to detection. By
“detection,” as that term is used here, we mean the perception of signal anomalies, relative to a
background, which indicate the presence of metal objects, without regard to what those objects might
be. “Discrimination” means here the ability to identify or classify the object that is the source of the
response, given that detection has been achieved. The aim of this project is to pursue basic research

that will contribute to a basis for improved EMI discrimination capability.
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Did someone say “basic research”? That term means that we have not aimed to produce
handy or fieldable tools at the conclusion of the work, whether in hardware or software (though, to
some extent, that has been accomplished). Rather, we pursued basic science and engineering
investigation to establish the fundamental phenomenology over an expanded EMI frequency band.
Our analyses were designed to relate electromagnetic induction effects to the basic properties of
targets, such as their shape, extent, orientation, interior (hollow vs solid) and material composition.
Results show how and why real or hypothetical sensor responses occur, based on a first principles
analysis of electromagnetic interactions with the target. In an analogous way, work on the
instrumentation and measurement attacked basic problems of operation in the expanded frequency
range, to achieve stable, repeatable, physically interpretable results. That said, we regard this project
as being on the applied end of the basic research spectrum. The nature of our results reflects this

orientation.

1.2 Basic EMI Phenomenology

Before proceeding to specific methods and results, we introduce some necessary concepts,
terminology, and basic phenomenology. The induced polarization and current activity in a target, and
hence the signals they produce, depend to a large extent on the kind of temporal changes in the
primary field that are imposed by the sender. The change may be sudden, by design: in time domain
(TD) systems one typically shuts off an initially steady primary field and then “listens” with the
receiver on, after a sufficient interval. Cutting off the primary field stimulates electric currents on the
target. Beginning on the target surface these eventually diffuse into its interior, where they decay
while the signals they produce fade. In frequency domain (FD) systems one transmits an oscillating
magnetic field at chosen frequencies and simultaneously measures the secondary fields, trying
somehow to screen the primary field out of the sensor response. Often the avoidance of the primary
field is accomplished by adding "bucking coils." These are designed to produce fields that counteract
the primary field, canceling it as much as possible at the location of the receiver coil. A significant
advantage of TD systems is that one is not constrained by bucking coil considerations, and thus has

greater freedom in terms of instrument configuration, coil orientation, etc.
From the point of view of this project, the issue of time domain — frequency domain

measurement is not very important. In principle both approaches contain the same information,

viewed through different frameworks. In practice, available FD technology has generally covered a
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wider equivalent time range than vice versa. At the inception of this project, the LF GEM-3 FD
system recorded responses roughly equivalent to time transients on the order of tenths of a
millisecond up to tenths of a second. No TD system available at that time came near furnishing that
range. In recent years, TD systems at the research level have broadened their ranges. However
concomitant expansions of the GEM system band have still kept it ahead of the TD world, in terms of
equivalent time range. FD systems also offer greater control of response magnitude because, with
some limitations, one can control or at least influence the magnitude of fields transmitted within
particular frequency and equivalent time ranges. Results of FD systems are typically shown in terms
of the target’s impulse response, i.e. as if all contributing frequencies acted equally strongly,
producing the most “democratic” representation of the target’s scattering properties. TD systems, by
contrast, only stimulate the target with the particular weighting of frequencies that is inherent in the
step input of the primary field, and can only receive the frequency magnitudes that are present in
sufficient strength as the signal fades over time. In practice, this “under-represents” the lowest
frequency/ longest time portion of the spectrum. Many UXO produce key responses in the 100s of
Hz, i.e. in the equivalent time range of several milliseconds, beyond what is typically measured in the
TD. In addition, discrimination may benefit from identification of asymptotic signal values
approaching the static limit. These often only appear below 100 Hz or further out in time than 0.01 s.
Lastly, there are those of us who feel that signal characteristics and their physical connections are
substantially more vivid in FD rendering, however the data were acquired. Still, we strive to be open
minded, and follow current expansion of TD capabilities with keen interest [e.g. 3,4]. And some
readers would doubtless take issue with the views expressed above, insisting that many of the alleged
limitations of TD systems simply reappear in other forms in the FD (e.g. see discussion below of low
frequency measurement). So, as an at least half-hearted confession of subjectivity, we'll regard this
paragraph as an expression of “defensible prejudice.” Most results below are presented in FD terms,

while a detailed FD-TD translation tool is also provided (Section 2.6).

The essential electromagnetic properties of relevant targets that affect their EMI responses
are electrical conductivity ¢ (S/m); relative magnetic permeability . (dimensionless), which is the
ratio of the magnetic permeability p (H/m) of the target material to that of free space, L,; frequency f
in Hz or angular frequency @ = 2nf in radians/s, and geometry. Targets with i, = 1 are non-magnetic;
those with 1, > 1 are magnetic. Steel is magnetic, with the exception of stainless steel. As explained
below (Section 2.1), we assume here that soil properties are of secondary importance. Metallic
targets such as UXO have ¢ values that are about nine orders of magnitude higher than soil. Also,

soil is rarely significantly magnetic, though important exceptions do occur. Overall, while we may
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have to modify this assumption in some instances, we will treat the soil surrounding the target as if it

were transparent to EMI signals (i.e. unresponding).

Figure 2 shows something of a generic FD response from a discrete metallic object, in this
case calculated from the analytical solution for EMI scattering from a sphere [e.g. 5]. Here and
below, unless otherwise noted, we assume that the object is subjected to a uniform, positive primary
field. The sign conventions in this plot are also explained below. While the curves were obtained for
a specific case, they bear the essential traits of most EMI response plots. The picture presents the
results scaled as if all input (primary field) frequencies had the same magnitude and phase, the latter
calibrated to zero; thus the figure shows the impulse response. There are two components, one
inphase with the transmitted field and the other in phase quadrature. These are alternatively
designated as the I and Q components, or the (complex) real and imaginary parts of the response,
respectively. In a sense explained below, the system displays resonance. The complex resonant
frequency typically corresponds to a discrete point in the complex plane where the impulse response
of the scatterer has a simple pole. In terms of real frequency, the peak in the quadrature component
appears at the point on the real frequency axis, f;, directly below and closest to the pole in the

complex frequency plane. For fundamental elucidation of EMI resonance, see [30].
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Figure 2. Typical EMI response spectrum from a magnetic object.
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The quantity f, is a fundamental item. A simple, single-mode exponential decay of the

form ¢ 7" also corresponds more or less to a set of FD "relaxation curves" of the form seen in Figure
2, with the peak in the quadrature component at @, = 2nf,=b, where b is a constant. While complex
structures may produce responses containing combinations of modes, it is often the case that a single,
lowest mode dominates most of an object's response. In such instances one may infer b by observing

Jp- Alternatively put, in terms of complex numbers, one can say that the system has a fundamental or

characteristic "frequency" that is purely imaginary, equal to i@, so that e produces pure decay, i.e.

e

Other notable features in the curves Figure 2 include the high and low frequency asymptotic
limits of the I component, and the relation between the I and Q components. Each of these features
reflects different aspects of the scatterer. Around the low frequency asymptote, approaching the static
limit, the transmitted primary field penetrates the object essentially entirely. Generally speaking, the
more magnetic the material is, the stronger (more non-zero) the quasi-static inphase response will be.
In any case, the very low frequency signal ultimately queries the entire volume of the target, though it
is indifferent to the electrical conductivity of the material. The quadrature component results from
internally induced volume currents, i.e. currents that flow through at least some portion of the volume
of the object. These are sensitive to both electrical conductivity and magnetic permeability, as well as
geometry. The previous paragraph gives some indication of the significance of the shape of this Q
component over frequency. The Q-related currents are null at the static limit, where there is no
current activity. They are also absent at the high frequency limit, where all response is due to surface
currents. The inphase high frequency response is entirely due to these surface currents, which are
indifferent to the electrical and magnetic properties of the body’s interior. Hence the response in that
range reflects only the surface geometry and orientation. For magnetic materials, the high and low
frequency I component limits will be of opposite sign. This is because around the static limit the
induced polarization over the volume of the object lines up with that of the primary field, while at the
high frequency end the induced surface currents act to oppose the primary field (Lentz' law). In terms
of relation between the I and Q components, one notes the "resonance point" where the two curves
cross, having equal magnitude. Also, the magnitude of the Q peak relative to either the high or low
frequency I limit provides an inherent scaling of different response mechanisms relative to one

another.
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It is clear from the preceding paragraph that failure to perceive the complete EMI picture,
from low frequency to high frequency limit, can deprive us of portions of the data specifically keyed

to particular, fundamental material and geometrical properties of an object.

Focusing on the higher frequency region, note that transient electromagnetic fields have a
hard time penetrating metallic objects, penetrating less when they vary rapidly in time. To the extent
that they do penetrate, they usually decay rapidly from their values on the surface to much smaller
values in the interior. Penetration by external fields is characterized in any particular conditions by a
designation of a “skin depth” 6. That is, 0 is the depth below the surface of a material over which the
surface fields decay by a factor of 1/e ~ 0.37. Over two & the fields decay to about ¢ ~ 0.14 of their
surface value; over 3 d they decline to about 5%. Other things being equal, that is, for planar

interfaces,

PR (1)

oo /2

For non-planar geometries this quantity still provides a good rule-of-thumb measure of expected
penetration and range of internal influence by external fields. Note that skin depth decreases as either

conductivity, frequency, magnetic permeability, or their product increases.

As in the above equation, the parameters cwu frequently appear together in EMI analysis and
in the display of results. Fundamental patterns of induction behavior are often a function of the single
dimensionless quantity formed by the square root of this product times a characteristic dimension of

the target, a. This induction number y is defined as

1 = aJoou 2)

The quantity y is analogous to "ka" in higher frequency, e.g. radar bands. Showing results as a
function of y is approximately equivalent to displaying results as a function of the characteristic

dimension of the target divided by skin depth, a/6 , because y = \/5 als.

At least when viewed from a few characteristic dimensions distance, a given object geometry

in a fixed orientation will always produce the same curves as a function of induction number, for
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fixed pn. That is, all cases with differing @, o, and o will produce exactly the same curves when they
are plotted as a function of induction number, for a given permeability. For the special case of the
sphere or any other compact object with essentially isotropic response, this means that a given
permeability corresponds to a single, unique set of response curves relative to induction number. In
this context, it is important to note that, beyond its influence through x, magnetic permeability p also
has an independent effect on the response curves. Thus results are often presented in families of
curves, each one a function of a/6 or of i, with different curves for different values of .. Note the
example quadrature components in

Figure 3, obtained from the analytical solution for scattering from a sphere. The range of ., chosen is
physically realistic. Note how the location of the peak value in this component, a fundamental
discrimination signal feature, shifts over orders of magnitude in the relation between sphere size (2a)
and the skin depth 6. Thus the figure shows that, to catch the fundamental mode of response, we
must be prepared to analyze scattering behavior over an extreme range of induction numbers. In
Section 3.1, information like that in the figure below is translated into specific examples, relative to
frequency. Overall, the result is that methods of analysis and modeling must be able to treat extreme
variation of spatial decay rate in the signal, relative to the geometry of the target. This problem arises
whether or not one ventures into the MF zone, where skin depths are always small. Therefore

addressing this problem is fundamental to modeling and analysis over virtually the entire EMI UWB.
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Figure 3. Variation of Q component vs a/0 ~ induction number, for spheres with different i, values.
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Finally, by way of introduction, we motivate the expansion of the initially targeted frequency
range to include very low frequency EMI (VLF-EMI). The instrumental considerations mentioned
above gave the idea considerable allure. However this might still simply have provided an interesting
technological curiosity if preliminary analysis had not suggested that important information was to be
found in the VLF range. Some critics suggested that VLF values could just be obtained by
extrapolation from higher frequency results, possibly relying on physically based modal
representation of the response curves. While we provide more justification in the results in
subsequent sections, for present purposes we show data from some rigorous numerical simulations in
Figure 4. “Rigorous” means that all the relevant physics is included, with an algorithm that
consistently produces results that match measurements (see Sections 2.2 and 3). The hypothetical
scatterers are mildly magnetic metal cylinders that are "axially oriented," i.e. so that their long axes
are aligned with the direction of the primary field. Curves are normalized by the “resonance” point,
i.e. the values at the frequencies where the components are equal in magnitude. Different curves
correspond to responses from different length cylinders, while the diameter (20 cm) and properties are

held constant.

Could we infer the VLF responses from the higher frequency portions of the curves?
Certainly not. We see both an amount and a pattern of VLF signal activity, not available without data
specifically in the VLF range, linked to fundamental geometrical properties of the object. Have we
chosen such hefty cylinders, perhaps larger than many UXO, so that we’ve artificially biased the
response towards lower frequencies? No. Meaning, some UXO are in fact this large and, further, the
value of |, used in the calculations is rather low. Common steels have p, values about an order of
magnitude higher. This means that, even for smaller diameter cylinders, values of p, more typical of
ferrous metals will push the response curves even lower in frequency (see Section 3.1). This and the
further examples and results below indicate that we must include both the VLF and the MF ranges to
define completely the EMI response, with all fundamental signal features that are potentially useful

for discrimination.
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Figure 4. Response curves for cylinders with indicated length to diameter ratios, axially oriented,
with p, = 10, and S = 10" S/m.

1.3 Executive Summary and Conclusions

The material in this section consists of extracts from, summaries of, and comments on results that
appear in more detail in the following chapters of the report. For the most part, literature references are

not provided in this section, when they are present adequately in the more detailed report sections.

At the inception of the project, reliable, accurate means were needed to analyze EMI UWB target
responses, both to identify phenomena in the new frequency frontiers and to integrate them into patterns
continuing through the more familiar parts of the EMI band. Much was lacking in this regard in terms of
both analytical and numerical models. To address this, formulations were developed to provide analytical
solutions, for the first time, for basic non-spherical shapes (elongated and flattened spheroids). A parallel
development was also undertaken in the numerical realm, designed to treat arbitrary shapes and material

composition, in 3-D, from the low frequency limit to the high frequency limit. Work was successful in
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both realms. All models were based on first-principles physics, in particular Maxwell's fundamental
equations of electromagnetics. These are typically simplified somewhat in induction problems, as
phenomena are justifiably treated as “quasi-magnetostatic” (MQS). In mathematical practice, this means
that a term is eliminated that contains the time derivative of the electric field. At higher, e.g. radar
frequencies, this term cannot be eliminated. The question immediately arises whether the addition of the
MF sub-band raises the frequency limit to a point where this term can no longer be neglected. Analysis of
the equations and of the magnitude of each term over the appropriate parameter space shows that this
term may still be neglected here; relevant phenomena may be treated as MQS, both within and outside the
target. Inside the target this means that phenomena are strictly diffusive in nature, and specifically are not
true wave phenomena, even when highly damped “traveling wiggles” are stimulated by oscillation of an
external field. Further analysis shows that outside the metallic target additional simplifications may be
introduced, because the field is irrotational there. This means it can be expressed as the gradient of a
scalar potential, reducing the exterior problem from a three-component vector problem to a much simpler
scalar problem. In fact, the exterior field has all the structure of a truly magneto-static field, varying only

in parallel with variation of boundary conditions or forcing functions.

The reductions of the original Maxwell’s equations were put to work first to achieve a “library”
of analytical solutions to cover virtually all basic shapes and material properties. New theory showed the
way to express scattering from non-magnetic “parallel plates” (flat sides aligned with the impinging
magnetic fields) and from non-magnetic cylinders in axial orientation (long axis aligned with the primary
field), via approximate analytical solutions. These are valid when the observer is at least a couple of
object dimensions away from them, and when the primary field is spatially smooth. Transverse cylinders,
both magnetic and non-magnetic, can be approximated successfully by treating them as sections of
infinite cylinders, for which analytical solutions already exist. Approximate analytical solutions for
magnetic prolate and oblate spheroidal shapes were also obtained, for all orientations. Reviewing and
organizing the above litany in terms of magnetic and non-magnetic cases, elongated and flattened shapes,
axial and transverse orientation, reveals only a single general case for which we do not have a simple,
easily evaluated analytical expression, namely the flattened, non-magnetic shape, subjected to
“broadside” excitation (e.g. non-magnetic oblate spheroid for primary field aligned with its axis).
Because the only variables for that case are the object’s proportions and electrical conductivity, this case
can be dealt with effectively via a look up table of complete numerical solutions. That is, results can

casily be tabulated, indexed by axis ratio and plotted relative to an induction number based on either axis.
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Beyond this, serious effort was devoted to obtaining complete, general analytical solutions for
prolate and oblate spheroids, without the simplifications adduced for the approximate solutions and hence
without their restrictions. The function evaluations required for this had been declared intractable by
authorities in the field some fifty years ago, and progress since then had not been sufficient to provide the
needed solutions. During the time frame of this project, the complete analytical solutions were indeed
obtained for modest degrees of elongation or flatness, and for more extreme shapes when induction
numbers are in the higher and lower reaches of the EMI UWB. Methods for rational approximations to
bridge gaps between the high and low frequency results were also devised and demonstrated. Since the
conclusion of this project, follow-on work at MIT, also supported by SERDP, has resolved the remaining
difficulties. This means that we now have the prospect of complete analytical solutions for non-spherical
basic shapes, in any orientation, with any material properties, for any primary field. Some of these are

now being applied in inversion work, and documentation of the results should be available by Jan 03.

The real significance of these analytical solutions derives from another result of this project; see
the sections below regarding fine surface features and inference of object aspect ratios. Specifically, for
EMI modeling, basic shapes may be used effectively to represent more intricate geometries with the same
overall proportions, so that an oblate spheroid successfully models a disk, and a prolate spheroid a
cylinder, etc, even when the shape being approximated has sharp edges and ridges. Some limitations on
this are noted, and their treatment explained. Since the completion of the project we have successfully
modeled the detailed (measured) wideband EMI response from twisted pieces of scrap, simply by
approximating them as spheroids with comparable dimensions. Because inversion programs typically
require fast and easily manipulated forward solution algorithms, these analytical solutions are therefore of
paramount importance. Probably the greatest limitation on the applicability to UXO lies in the
assumption of material homogeneity, while many if not most UXO are heterogeneous. Ongoing basic
EMI research on composite objects shows that we can usually model objects with sections made of
different metals by assuming negligible electrical connection between pieces, that is, as if the sections of
the object were extremely close together but not touching. This suggests that we might yet find
application of the analytical spheroid solutions to composite objects by modeling them as collections of
spheroids in very close proximity. Preliminary results suggest that, for two contiguous magnetic sections,
the edge (tip) curvature of the representative spheroids may cause distortions when those edges (tips) are
near one another. However the full implications here remain to be worked out, and should appear within

the next year.
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For full numerical solution of EMI UWB scattering from metallic objects with arbitrary
characteristics, we developed and applied a new approach, using the Method of Auxiliary Sources
(MAS). In the MAS, unknown fields are produced by arrays of fictitious sources located inside and
outside the object. Each of these sources produces a field that constitutes an exact solution of the
governing relations, and has unknown multiplicative coefficients associated with it. Application of the
boundary conditions on the object provides the set of algebraic relations needed to obtain the coefficients,
and hence the entire solution to the problem. The method has the advantage that the sources that
mathematically produce the required fields are removed from the surface where boundary conditions are
applied. Thus one does not encounter singularities in the course of calculations, in the way that most
integral equation formulations do (e.g. Method of Moments, MoM). Separation of the sources from the
real surface also spreads the fields that they produce more smoothly over that surface, so fewer
irregularities appear and fewer coefficients are required for the approximation of smooth functions.
Further, higher order testing and interpolation functions produce extremely efficient, Galerkin type
formulations, capable of producing highly accurate solutions for complex problems, quickly, on a PC.
Perhaps most important, because the only real approximation in the MAS involves application of the
boundary conditions over the real surface, one can test, after the fact, to see how well those conditions
have been met. That is, the method has a natural and easily implemented system for determination and
location of error, and thus also provides a rational means for assessment and refinement of solutions. We
know of no other general method that possesses this virtue. Tests of the MAS program against other
solution methods validate it; tests against measured data, with complex objects and non-uniform primary

fields, also show extremely accurate and efficient solutions.

In some cases, performance of the original MAS formulation may suffer, or even become
unstable, when very high frequencies (induction numbers) are involved. This same problem appears
in the established integral techniques based on Green functions (MoM), even within the LF-EMI
region. For difference methods such as the finite element or finite difference method, the same
difficulty simply appears in a different form. Viewed in one way, the issue is one of resolution.
Discretization (mesh) requirements based on observations or recommendations in the literature are
impossibly demanding, when fields of interest or Green functions decay over extremely short
distances within the object, in absolute distance for high frequencies, and in relative terms for high
induction numbers. Magnetic bodies with curved surfaces readily drive the most significant
responses into the problem zones. That is, while this resolution problem comes to the fore
immediately in the MF zone, it turns out that one frequently confronts it throughout much of the more

traditional EMI band, particularly when magnetic materials are involved. This has indeed frustrated
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modelers heretofore. Thus solving the problem had implications for general EMI investigations. To
address matters, we developed special techniques analogous to impedance boundary condition
systems, implemented numerically in formulations with the Thin Skin Approximation (TSA) and
analytically in the Small Penetration Assumption (SPA). These techniques allow one to obtain
accurate and extremely efficient EMI scattering solutions, from the realm where skin depths first

become small (as frequency increases), up to any degree of infinitesimally small skin depth.

Most remarkably, for basic object shapes containing high permeability materials such as steel,
and for smooth primary fields, the TSA/SPA formulations perform well over the entire EMI UWB, from
around the static (low frequency) limit, up to the high frequency asymptotes. Using the TSA formulation,
one can obtain accurate UWB solutions while solving for only a single scalar unknown at each numerical
node, requiring only a mesh density that is sufficient to resolve the object geometry. This represents a
very substantial advance of the state of the art. Among other things, it means that, when the TSA is
combined with the MAS, highly efficient, reliable, and flexible numerical solutions can be obtained for
complex (realistic) problems, on a PC. Theoretical analyses of the method also succeed in explaining
why/how this unexpected breadth of applicability occurs. That is, however initially counter-intuitive, it
has in the end a rational basis. As one product of this project, a user-friendly MAS-TSA program treating
bodies of revolution has been made available, and is presently combined with a fast and accurate

algorithm for translation of results from FD to TD.

Implementation of the SPA in analytical formulations has also produced readily usable programs
for both elongated and flattened, high permeability (steel) spheroidal objects, applicable across the entire
EMI UWB. As mentioned above, these extremely fast, analytically manipulable solutions are now being
applied to inversion. Since the conclusion of this project, we have identified the limitations of the
TSA/SPA system, when applied to high permeability, low induction number cases. Specifically, in cases
with very irregular geometries and/or highly non-uniform primary fields, fields within the object may not
converge to uniform distributions around the static limit, and the TSA/SPA formulations may not
converge to the correct low frequency asymptote. However this is a minor limitation, as the methods
were not really designed to be applied near the static limit. They do survive tests with irregular geometry

and fields in their intended domain of application, above the proximity of the low frequency asymptote.
At the highest EMI frequencies, all induced currents flow only on the surface of the scattering

body. Simulations at the high frequency, perfectly reflecting limit are actually easiest to perform. Results

from such calculations provide current maps over the surface of an object, which continue to show at least
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a reasonable representative of near surface current trajectories when penetration of the object is
considerable, at lower frequencies. Thus the technique offers interesting diagnostic data, through which
we can understand target responses. Simulations of pipe-like annuli show that we should expect
approximately the same response from an intact open annulus and one with a longitudinal gap in its side.
The induced currents contrive to pursue very much the same pattern, with and without the longitudinal
cut. This situation holds until the lowest frequency regime, in which the cut pipe is essentially a broken
circuit. Both measurements and simulations demonstrate this, and show a fall off of quadrature signal at
the lowest frequencies for the annulus with gap. Thus being able to compare responses from the lowest to
the highest frequencies may indicate whether a target is a continuous (open ended) shell, or whether it is a
bent plate. Bending or unbending a plate has very little effect on its spectral response, when the primary

field is aligned with its sides. Multiple viewing angles are required to find indications of bending.

Development of complete and flexible simulation tools permitted us to investigate the effects
of geometrical and material properties on the character of secondary fields. No fundamental studies
had been done previously, systematically exploring the sensitivity of EMI responses, much less UWB
EMI responses, to comprehensive variation of fundamental parameters. Overall the magnitude of the
low frequency limit is strongly influenced by magnetic content and object elongation. Also, under
axial orientation, increasing the magnetic content and elongation push down the frequency range of
peak response and principal signal activity. This also applies to magnetic bodies that are flattened
(e.g. disk or oblate spheroid), when they are viewed edge-on by the sensor. A compact object, such
as a sphere or very short cylinder in any orientation, or a longer transversely oriented cylinder, show
the opposite sensitivity relative to permeability: increased values of L, push the principal signal
activity up in frequency. This implies a strong orientation effect in the case of magnetic elongated or
flattened bodies, which is absent for elongated non-magnetic bodies or modified for non-magnetic
flattened shapes. Ultimately, the limiting response at high frequency depends only on object
geometry; and the relation (e.g. crossing) of the inphase and quadrature components relates magnetic
content, elongation, and does so differently for axial vs transverse orientation. Variation of
parameters and combinations of parameters within ranges of interest here readily drives the principal
signal activity into the VLF or MF zones. This means that any processing system that fails to access
the complete UWB picture will lack some of the most fundamental response information on which

classification can be based.

For some specific parameter sensitivities, the effects of gross size of the object are

considered. Results here apply best when the object’s response is linked to only a single
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characteristic length, e.g. a compact object or an elongated object viewed only in transverse
orientation, in which case only its diameter affects the response spectrum. Note that the response of
an axially oriented, elongated magnetic object is affected significantly by two dimensions, namely its
diameter and length, so its responses are not linked to “gross size.” In terms of gross size, a
relatively large (~ 20 cm diameter), non-magnetic object will produce responses very much in the
VLF range. At the other extreme, a relatively small, lower conductivity, high permeability object
(steel, ~ 2 cm diameter) produces response very much in the MF region. The parameters chosen in
the second case correspond roughly to those that might apply to a 20 mm or 30 mm UXO, in
transverse orientation, and indeed measurements show responses for such ordnance in the MF range.
Note particularly that halving or doubling the characteristic dimension of the object does not take the
frequency locale of response for these items out of the VLF or MF regions. Even if shifts in these
parameters are sufficient to take the much of the Q pattern out of these regions, without the additional
VL or MF information we might not be able to locate the peak very well, and wouldn't be able to
define the shape of the Q curve, which contains potential discrimination information. For magnetic
objects of interest here, it's unlikely that gross size alone will cause the main portion of the Q
response to be in the VLF region. To define the asymptotic limit of the inphase response, however,
one is very likely to need the VLF range for such an object. Recall also that an elongated magnetic

object in axial orientation will readily produce its principal signal activity in the VLF.

As implied in the above paragraphs, and as is visible in many measurements, change in
orientation of an elongated magnetic object produces a substantial shift in the frequency range of
signal activity. Initially an explanation was proposed to the effect that, in horizontal (transverse)
orientation, induced electric currents typically had to pass over sharp features, provoking higher
frequency response. However, definitive tests indicate that this is not the reason for the frequency
shift. Rather, it is a general consequence of aspect ratio, and the differently proportioned current
loops that pass around the object in different orientations. Fine surface features such as sharp edges,
corners, or points have little effect on the spectral response. Some intermediate scale features, such as
a gradually converging nose cone, do indeed produce distinctive features; but in the cases considered
this only appears in the higher frequency portion of the pattern. This underlines the need for adding
that higher frequency zone to the EMI picture.

The results regarding fine surface features highlight the central role of overall aspect ratio

(AR) in determining spectral response. Inference of AR for unseen targets would be extremely

valuable for discrimination purposes, particularly because signatures based on detailed structure may
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be neither possible nor desirable, given the variability of the objects of interest. We advance a new
resonance-based theory for AR inference, which tests out extremely well for homogeneous, magnetic

objects. The system is based on frequency characteristics of the response, in particular on the
quantity ./ f,/ f, , where f; and f, equal f; for the transverse and axial orientations, respectively.

These correspond to the principal (single-mode) decay rates in TD systems. For non-magnetic
objects, the system must be supplanted by an amplitude-based approach, based on the ratio of the
magnitude of the transverse and axial responses, 3/B,. Overall, we regard frequency-based (or decay
rate based) AR inference systems as more desirable. This is because response corresponding to axial
and transverse orientations must be estimated, in field situations, by moving the antenna around and
inferring the necessary quantities through some sort of model-dependent inversion. Because slight
changes in position often affect the signal magnitudes greatly, the necessary antenna movement adds

uncertainty in the magnitude-based systems, but does not affect the frequency-based ones so much.

The complexities of measured data in real situations can make “peak picking” (i.e. f,
identification) a precarious basis on which to rest AR inference. The processing could be improved
by finding a best fit between entire quadrature component shapes and single-mode response curves, to
best estimate the underlying the resonant frequency f,. Another approach making greater and perhaps
more robust use of broadband information examines the magnitude ratio Bi/,. By using magnitudes
from over the entire UWB, one may hope that the system will be more immune to disarrangement by
uncertainties in any particular frequency regions. A characteristic reversal of the /B, value with
increasing frequency, from less than one to greater than one, indicates the presence of an elongated
magnetic target; this quantity remains a constant depending on elongation for non-magnetic targets.
In many instances, seeing the characteristic shape of the ratio reversal for ,/p., particularly its
limiting high and low frequency values, will depend on availability of VLF and MF (or very late and
very early time) information. Analysis of measurements and also modeling of more complicated, i.e.
heterogeneous objects, shows that these frequency-based AR inference approaches may still work if
the steel portion of the target dominates the response, but are unlikely to work if the non-magnetic
portion plays a large role, e.g. is much closer to the sensor. The highest frequency portion of the MF
sub-band (equivalent to very early time) is intriguing because the primary field in that range reflects
from the target without penetrating, and the signal is therefore indifferent to metal type. This holds
the possibility of AR inference without the hindrance of material heterogeneity. While results show

that this is possible in theory, the required accuracy of data may be unlikely in practice. Overall,
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more work is needed in the realm of composite targets, and more is being done in follow-on work

under other auspices.

Either from isolated fragments or from UXO fins still attached to the ordnance, spectral
effects may appear from non-magnetic “parallel plates,” that is, from flat non-permeable metal plates,
of uniform thickness, with the primary field oriented parallel to their flat surfaces and impinging on
their edges. Analysis using our new, validated, approximate analytical solutions shows that peak
responses may readily appear in the new MF zone. Measurements have shown marked effects when
ordnance tail sections are facing and closer to the sensor than the rest of a UXO. This may well be
caused by the plate-like fins, in conjunction with the rest of the tail section. The spectral responses
from non-magnetic parallel plates is dominated by a single dimension, the plate thickness, regardless
of the rest of its shape (rectangular, square, circular disk, etc), as long as all lateral dimensions are

significantly greater than the thickness.

This is not the case for magnetic plates. We analyze them with detailed numerical
simulation, and also analytical oblate spheroid solutions. Magnetic plates show a sensitivity
reminiscent of elongated bodies of revolution (BOR), depending on the degree of elongation in the
direction of the primary field, assumed to be the same as the direction of observation. Under parallel
plate excitation, magnetic plates show a very distinctive relation between the inphase and quadrature
components that indicates that the object is broadly flattened. Making a magnetic plate thinner,
whatever its orientation, raises the frequency range of its signal activity. Keeping the plate thickness
constant and enlarging the diameter drives the frequency range of its response down, whatever its
orientation. It seems unlikely that enlargements of a flattened magnetic object, within the size range
and parameter values of interest here, would shift its responses into the VLF range. However, modest
changes in diameter and/or thickness can easily move some important spectral content further into the
MF zone, and the MF zone will likely be needed to view the approach to the high frequency

asymptote.

Analysis of multi-fin structures produces the surprising result that they behave like BORs.
That is, even for two fins formed by a right angle bend in a plate, the spectral responses from both
end (parallel plate) and side observations are essentially insensitive to rotations of the structure
around an axis parallel to the plate, i.e. as if they were attached to a rotating UXO. This suggests that
cylindrically symmetrical UXOs with fins, a rather general class, can be represented successfully in

modeling and inversion as BORs, despite the marked directional geometry of the fins themselves.
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The relevance of the EMI UWB is also assessed below in cases involving finite wall thickness,
i.e. hollow objects as opposed to solids. As previously, the sphere provides a good benchmark case,
among other things because we have an analytical solution for the hollow sphere, and implications carry
over to the horizontal cylinder. In terms of our interest in the new regions of the EMI UWB, for non-
magnetic cases the VLF will only be relevant to discrimination of wall thickness effects in large, thick-
walled, high conductivity cases. One needs VLF data to distinguish between the responses of a 20 cm
outer diameter solid copper sphere, and a hollow one with wall thickness on the order of a cm or half cm.
For a sufficiently small non-magnetic sphere, the Q component does indeed spread slightly into the MF
zone. However, on the whole, only very small non-magnetic bodies with very thin walls will produce
significant effects in the MF region. Still, over the complete EMI UWB one does see significant
differences in signal for different wall thicknesses, within ranges of physical interest. It is notable that the
results do not scale; meaning, we do not see the same picture when the external fields penetrate to the
inner surface to any particular degree. Otherwise put, the results do not scale according to skin depth
relative to shell thickness. This is because two scales are important here: only one is skin depth/outer
radius, the other is shell thickness/outer radius. In all cases, we note that at resonance the shell thickness/

skin depth ratio is at most on the order of 1, and is usually less.

It is difficult to see much difference in signal from solid and hollow magnetic spheres, until the
wall thickness is as small as a couple of mm, for an outer radius on the order of 10 cm. When differences
do become apparently, they are strongly visible in the altered contrast between responses in the VLF zone
and in the higher frequency domain. While there are significant differences between the magnetic and
non-magnetic cases, they both show patterns in which the higher frequency portion of the spectral
response remains relatively unchanged as walls become thinner. Not surprisingly, at high enough
frequencies the thin walled bodies produce the same response as solids. For UXO shaped geometries
with diameter of 40 mm, we see significant signal changes when wall thickness varies a few mm around
the reference value of half a cm. Particularly in the vertical (axial) orientation, larger magnetic shells
with thicker sides should produce visible wall thickness effects in the VLF zone. At the same time, the
MF zone relation between the I and Q components is unaffected by these changes in magnetic shell
thickness. This serves to highlight thickness effects in the lower frequency portion of the spectrum, a

contrast that would not be clear without data in the MF zone.

For solid objects that are either compact or elongated in transverse orientation, increasing

pushes f, into higher frequencies. In hollow objects, decreasing wall thickness also raises f,. However in
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the latter case there are telltale signal features that distinguish the trend from the influence of p. In
particular, as wall thickness decreases one sees primarily a diminution of low frequency response only.
Also, the quadrature peak becomes narrower, more symmetrical as wall thickness diminishes. This
indicates shift to a single process system, that is, one with a single dominant circulation or preferred
decay mode, which is logical for a thinner walled structure. This sort of peak shifting as a result of
variation in wall thickness has some effects on the applicability of the frequency-based AR estimation.
Still, reasonable approximations of AR are still obtained for all but the thinnest shells. In the examples
considered, estimated AR differing from the actual AR only by about +1/3, in cases where shell thickness
was such that it had a visible effect on the signal pattern. More work is needed in this area. When one
portion of the shell is much more substantial than others, as is commonly the case for a UXO nose
section, it is noteworthy that the more massive nose does not dominate the response. Conversely, the

relatively thinner sides appear to determine most of the spectrum, regardless of nose thickness.

Very small bits of clutter tend to produce weaker, higher frequency signals than UXO, other
things being equal. But, frequently they are not equal. There may be very many clutter items, near the
surface and much closer to the sensor. This can raise the magnitude of their signals to a point that
severely damages SNR. At the same time, even quite small metallic objects produce maddeningly
broadband spectra, so that it is difficult to keep the frequency range of their response from washing over
into the locale for objects of interest. Analytical expressions are derived for the response of widely
dispersed small clutter items, in surface layers or near-surface volume layers. These responses are
evaluated relative to those from discrete larger objects, and are examined for the effect of changing sensor
elevation. On the whole, raising the antenna is most beneficial when the target is relatively deep. In that
case the signal from the clutter layer diminishes proportionally more rapidly than that of the target of

interest, increasing the SNR.

One might sum up the overall laboratory and technology development mandate as a
requirement to address the questions: Can consistent EMI measurements be made across the entire
UWB? How? What does the success, failure, or difficulty of doing so reveal about future
instrumentation possibilities? Do the new measurements harmonize with the theoretical predictions

and modeling analyses? Do these, together, look useful?
The decision was made to stick with the basic GEM sensor head configuration and approach
because 1) this has worked very well in the past, covering a heretofore unattainable broad band, and 2) the

ultimate purpose was to produce measurements with some common calibration and consistent
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implications. If entirely different devices or approaches were used for different parts of the spectrum, it
would have been difficult or impossible to produce a continuous, consistent picture across the EMI UWB.
Producing and investigating such a picture was our objective. Nevertheless, different coil and
amplification components were employed to best address problems in different frequency ranges, as
needed. Because the original GEM-3 was designed for a more limited bandwidth, the system response
rolls of significantly above 100 kHz and SNR degrades, so a custom coil set was built with reduced Rx
turns (from 100 to 27). Although the ideal sensitivity is reduced with fewer turns, the bandwidth
associated with parasitic capacitance in the coil is improved, resulting in a system that rolls off at
considerably higher frequencies. Tests verify the measuring system capability over the frequency range

used, providing high SNR, repeatable data up to 390 kHz.

Measurements on UXO were made for the first time into the MF zone. An example
demonstrates the capability of producing completely consistent spectra, across 4 or 5 decades (orders
of magnitude) in frequency. In measured responses for a 61mm mortar, the inphase high frequency
asymptotic limit is not approached until well above 100 kHz. The significance of the new, higher
frequency zone for analyzing the quadrature components is revealed if one deletes the MF portion of
the data. While Q peaks for all three (nose up, nose down, and horizontal) orientations reside below
the old GEM-3 limit, that is not really clear in two of the cases without the more complete shape
information from the MF zone. In any case, without the MF data the overall shapes of the Q
components are quite unclear. Measurements on small ordnance items tend to show MF zone
responses, €.2. quadrature peaks, in transverse but not in axial orientation. Thus MF information is

needed to get the full picture of their response.

The VLF performance of the experimental apparatus was investigated for a relatively large
target. In several cycles of the 5-55 Hz response measurement for a 105 mm UXO, repeatability was
good enough to characterize the essential features of the target response. The peak of the Q
component is visible, which it would not be without VLF data. Inherently, for a system in which the
magnitude of received signal depends on the rate of oscillation of the magnetic field, low frequency

data were weak and threatened by noise.

These lab experiments and the data displayed significantly strengthened our orientation to
expand the usable bandwidth of FD EMI data into truly UWB dimensions. Some upward expansions
of the GEM system operating bandwidth have already been implemented. The use of frequencies

below the current 30 Hz GEM-3 capability is not a problem in principle. However it entails some
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practical issues that must be considered because of the weak low frequency signals and vulnerability
to sensor motion through the earth’s field. These tend to affect any system of the general nature of
the GEM. Inductive measurement systems have receiver input voltages that are proportional to
frequency, and thus to achieve adequate SNR requires high transmitter current and long-duration
measurement times. For high resolution, discrimination phase surveying, one may simply need to
slow down or pause at points around an anomaly, to achieve complete EMI UWB data. However this

study suggests that it is worth doing.
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2. METHODS OF ANALYSIS

2.1 General Governing Relations.

Inevitably, the governing equations that form the basis for any pertinent analysis of EMI
scattering physics are Maxwell's equations. These are typically simplified in induction problems to
magneto-quasistatic (MQS) form, a maneuver that is immediately called into question by addition of
the MF sub-band. Beyond that, different methods of analysis or modeling simply resort to different
forms of these equations, or different approaches to solving them. In what follows we first review the
equations themselves and the physical considerations that justify a number of simplifications that are
suitable for addressing the problems at hand. This discussion is also designed to make

comprehensible the subsequent material on specific methods and achievements in this project.

In both static and transient fields, Maxwell's magnetic field divergence equation must be

satisfied.

V-H = 0 3)

where this form of the equation assumes spatially uniform p. In practice here we will assume that p
may vary between different portions of an object of interest, but that it is constant within any given
section or sub-region. Thus (3) applies within every (sub)region, except on boundaries, where we

apply a boundary condition instead.

The particular equation in Maxwell's complete set of that pertains most directly to induction

is Faraday's Law,

VxE = —yaa—l;l (TD) = iouH (FD) (4)

where E is the electric filed (V/m). For frequency domain expressions (far right), a time dependency
of the form exp{-iat} is assumed and its expression suppressed throughout in FD expressions.

Throughout science and engineering, a different convention is sometimes used, assuming a positive
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exponent in the time factor. We will occasionally make note that some FD results have a form

assuming the alternative time exponent convention.

Equation (4) states that a transient or fluctuating magnetic flux (i.e. the right hand sides)
induces a rotation or "circulation" of electric field (left hand side). This field rotation is tantamount to
the generation of a non-zero voltage around a closed wire loop through which the magnetic flux
passes. While for a legitimate solution we must draw on all of Maxwell's equations, at least by

implication, we will use (3) and (4) primarily via substitution in some form of Ampere’s Law:
OE :
VxH = oE + 85 (TD) = oE - iwcE (FD) (5)

The quantity &E is called the electric displacement (C/m?), where ¢ is the permittivity of the medium
(farad/m). Note that, even in the frequency domain, ¢ as used here does not include any portion
resulting from the electrical conductivity of the medium, o, the effects of which will always be
expressed separately. The first term on the right hand sides represents actual electric currents in the
medium, and second term on the right is called the displacement current, through which the time
derivative of the electric field performs a function like an electric current. We wish to examine the
magnitudes of these terms, relative to each other and also relative to the various derivatives on the left
side of the equation. We will do this by tracing the influence of each of the terms on the right hand
side within an equation entirely in H, obtained by combining (5) with other of Maxwell’s equations.

Taking the curl of (5) and performing manipulations yields
2 _ . 2
V'H = - iwouH- o"usH (6)

The first and second terms on the right in (6) descend from the first and second terms on the right in
(5), respectively. Specifically, the relative magnitude of the first (second) term on the right hand side
of (5) corresponds to the relative magnitude of the first (second) term on the right hand side of (6),
and we will analyze the latter. The three parameter regions where this equation will be examined are

those for air (free space), the soil, and the metallic scatterers.

All solutions in this study are based in part on two reasonable assumptions. The first is that,

throughout the entire UWB EMI frequency band, electromagnetic phenomena are magneto-
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quasistatic. While this may be taken as something of a foregone conclusion in LF EMI, we examine
the assumption explicitly here because we are raising the upper frequency limits for EMI practice.
This makes the magneto-quasistatic assumption more suspect. The situation is different in each of the

three parameter regions.

In the air we assume that o is approximately zero, so that the second term in (6) drops out.

This leaves a classical wave equation with wavenumber k defined as

k= 22 - ofue 7)

where A is the wavelength. Higher frequencies produce shorter wavelengths. At the top of the MF-
EMI band (300 kHz), this expression indicates that the electromagnetic wavelength is one kilometer.
Typical distances over which we are concerned about electromagnetic interactions are on the order of
1 m. This means that, even at the highest frequencies considered, there is no phase difference or
delay between the time pattern of magnetic activity in one air location relative to any other within the
domain of interest. The fields have the same configuration (geometry) that they would in the static
case, evolving over time only as they follow boundary or other imposed conditions. In structure, they

are essentially static fields. This meaning of this is explained with reference to Figure 5.

Figure 5. Schematic examples of H field distributions at different times, as the boundary values
(circles) are changed.
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Assume that the magnetic field distribution over space is initially flat (time 0). The boundary
values rise quickly between time 0 and time 1, quickly enough so that the fields between the
boundaries cannot keep up with the imposed change. As illustrated by the solid line in the figure,
they lag behind in the region between the boundaries. The meaning of the observation above, in
terms of wavelength, is that, for this to occur within the EMI UWB, the boundary values would have
to change more quickly than rates implied by frequencies even at the top of the MF sub-band, e.g. we
would have to operate at radar frequencies. If we hold the boundary values constant for a while after
time 1, eventually the entire H distribution will even out to a static distribution, which is the flat
distribution at time 2. Suppose we again change the boundary values, between time 2 and time 3, but
this time much more slowly than before, in particular, at rates in line with the frequencies within the
UWB EMI band. Now the H distribution between the boundaries always retains the static
distribution between the boundaries, even as the field values change in time. That is, the time and
space scales are such that internal fields always have sufficient time to distribute themselves in the
steady state configuration as the boundary or other forcing values change. They may change in time,
but always arrange themselves in the geometry of static fields between boundaries or around forcing

functions.

The ultimate significance of this in connection with the equations above is that both terms on
the right hand side of (6) are negligible, as both are FD expressions for time derivatives. Thus the

corresponding terms in (5) are also negligible, and the H field is irrotational (VxH = 0 ). An

irrotational field may be represented as the gradient of a scalar potential, y (A/m?).
H=-Vy ®)

Substituting (8) in (3) produces the governing equation for the air region.
2., _
Viw = 0 ()]

Within the soil, o is nonzero and the ratio of the magnitude of the third to the second term in
(6) is we/o. As a “worst” case, i.e. the one that most threatens the MQS assumption, we assume @
~10°rad/s, o~ 107 S/m, and € ~ 10™"° F/m. This combination of parameters means that we would be

operating at the extreme upper limit of the MF-EMI band and presupposes a particularly unlucky set
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of soil properties, with low conductivity but rather high dielectric constant. Even this combination of
parameters implies that the third (displacement current) term is not larger than the second (electric
current) term. To estimate the significance of the electric currents in the soil, compare their
magnitude to those induced in the metallic target. By general continuity conditions, the electric field
E will be on the same order in the soil immediately surrounding the target and in the parts of the
metal where the most significant currents are flowing. As the currents are equal to oE, the ratio of
currents in metal and soil will be approximately equal to the ratio of their conductivities. A
reasonable upper bound on soil conductivity is o~ 107 S/m. A typical metal of interest has o~ 10’
S/m. Thus the currents in the metal are about nine orders of magnitude stronger than those in the soil.
Unless the metal scatterer is extremely small and simultaneously the sensor samples an enormously
larger volume of soil, the fields in the soil will be dominated by those produced by currents in the
metal. That is, the electric currents in the soil will not be a significant factor in determining the fields
in the soil. Thus we conclude that the term containing the soil currents may be dropped (first term on
the right in (6)). We have already concluded that the second term is less significant than the first;
therefore the entire right hand side of (6) is again negligible. Thus, in the soil as in the air, we
conclude that the magnetic fields are irrotational and can be represented using a scalar potential, i.e

with the governing equation (9).

Within the metal, we again examine the quantity ws/o. Using the typical values cited above
we immediately conclude that the displacement current term is negligible compared to the electric
current term. However, the electric currents within the metal are by no means negligible; rather, they
are a fundamental source of the scattered signals. Thus two terms remain in (6), which may be

construed as a Helmholtz equation

VH+k*H =0, k=\ioou (10)

where k = y +iy is sometimes referred to as a wavenumber, by analogy with higher frequency
solutions to the equation. However note that (10) is not a wave equation, as the second term

i wouH is the frequency domain equivalent of oy times the first derivative H with respect to time,
not the second derivative. We can create “traveling wiggles” within the metal by imposing sinusoidal
behavior on its surface. However these are not true waves, e.g. they do not reflect. As in the wave

case, fundamental solutions of (10) can be expressed as
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H ~ P = 757~ (11)

Because the real and imaginary parts of & are equal, the spatially oscillating factor e’ decays by 1/e

in less than one sixth of its spatial period.

In some important approximations that follow, we shall use the assumption of locally one-
dimensional solutions of (10) of the form (11). Also, we may draw on (3) to recast the governing

equation (10) as
VxVxH-k*H = 0 (12)

This "double curl" equation will also serve as a governing equation in some places below. Lastly, the
boundary conditions that must be satisfied on any surface between two regions (1 and 2) are the

standard continuity conditions for tangential ("tan") magnetic field or normal flux:

Htlan = thn
| 5 (13)
lulHn = /u2Hn

2.2 The Method of Auxiliary Sources (MAS)

Over the years, various numerical methods have appeared in order to address the kind of
problem we consider here. These include 3-D Method of Moments (MoM) based on Magnetic Field
Integral Equations (MFIE), which incorporates an impedance boundary condition (IBC) [6]; MoM for
body of revolution (BOR) [7]; and MoM for body of revolution (BOR) with hybrid finite element -
boundary element formulations (FEM-BEM) [8,9]. In first case the authors combined the MFIE with
IBC, and solved for surface electric current. This approach has a limited and largely untested range of
validity, in terms of (frequency dependent) skin depth relative to object dimensions. Further, the
method does not solve for the internal fields. We are quite interested in these fields and associated
currents, in order to understand the underlying mechanisms of response and their relation to object

shape and composition. This is at the heart of what is needed for advances in discrimination.
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In the most general MoM and FEM-BEM approaches [8,9], not reliant on the IBC, the Green
function applicable to the target's internal material must be resolved on the surface mesh (beyond
what relaxation of such resolution requirements is accomplished via singularity extraction). In [8] the
authors use the MoM to solve the full low frequency EM field scattering for a BOR. As they have
written, reasonable results are obtained when they use ten subsections per wavelength, in keeping
with the requirements of the exp(ikr) type factor in the Green Function. This is unfortunate in that the
quantities ultimately of interest (fields, currents) themselves actually change quite gradually and
smoothly along the surface, and as such could be resolved well by a much coarser discretization, if
other requirements did not apply. That is, the resolution requirements in the aforementioned integral
formulations are dominated by the fact that the observation points for the Green function are placed
on the same surface as the sources quantities to be approximated, and the Green functions often decay
over extremely short distances. Similarly, for volume methods such as finite elements or finite
differences, a comparable mesh constraint applies. The discretization interval or basis function size

must be “much smaller than the skin depth” [9].

Our approach, the Method of Auxiliary Sources (MAS), locates sources off the physical
surface. This means that the effects of source quantities are less concentrated, more smoothly spread
over the mesh surface. That surface is also devoid of singularities, as source and observation points
never coincide. There is no volume mesh. These facts allow use of many fewer subsections
(elements, patches) on the surface, in keepi